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FF simulation ARES & HERA 
clusters 

Simulations:
(Meneghetti et al., 2016)

 ARES is a semianalytical cluster 
 (using MOKA by Giocoli et al., 2012a)

 HERA is a Nbody simulated cluster 
  (see Planelles et al., 2014)  

 Bimodal complex clusters

 Cluster galaxies & multiple images 
catalogues provided 

 zspec for all multiple images 

ARES, z= 0.5 HERA, z= 0.507

A. Acebron, E. Jullo, M. Limousin
GECO DAY  28 MAY 2016
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Quantifying the effects of systematics 
errors on the modelling 

ARES HERA

A. Acebron, E. Jullo, M. Limousin
GECO DAY  28 MAY 2016
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Frontier Fields Cluster A1063
Strong Lensing model:

( Clément et al., in prep)

 One main PIEMD DM clump 
 One central PIEMD BCG 
 A North East external shear
 151 multiples images 
 Whom 51 with zspec 

( determined by Balestra+13; Richard+14; 
Vanzella+16; Johnson +14; Boone+13; Caminha+15; 

Karman+16)  

RMSi ~ 0.72'' 
(for now...)  

Work in Progress:
 

                                  Analysis of the sensibility of multiple images 
                                  Taking into account lensing by line of sights  

BIASED ! 

A. Acebron, E. Jullo, M. Limousin
GECO DAY  28 MAY 2016



  

Diffuse light in n0308

z=0.53

~500 kpc



  

Complex X-ray structure



  

Cluster with the largest known amount of diffuse light 
<=> 2 cD galaxies

MUSE redshifts



  

Atypical dominant galaxy



  

First time we get spectra for diffuse light



  

Very Balmer-poor regions

 R V [OIII]  R V Hbeta

Shock-dominated ionisation process ?



  

What's next ?

- Map X-ray gas metalicity : 206 ksec XMM : priority C

- other clusters for MUSE? n0282 at z=1.2

~500 kpc



Lia Athanassoula

The kind of work I have been doing:

Simulations, mainly of the evolution of disc galaxies, but also of the 
formation of discs and of their structures. The aim is to understand 
the principal dynamical processes determining galaxy evolution. 

Study of barred galaxies and of the secular evolution they drive 

Simulations of isolated and interacting systems, galaxies in groups or 
clusters.

My simulations include not only stars and dark matter, but also gas and its 
physics, like  star formation, cooling and feedback. More recently I have 
introduced chemical evolution in the simulations, so that I can study e.g. 
abundances of various elements. This is essential for comparing with 
GAIA data and with data from the various related spectroscopic surveys.  

Study of chaos



What I am most excited about recently:  

Following the work of Toomre and others, it is generally accepted that 
the merging of 2 disc galaxies of similar mass will give an elliptical 
galaxy.

We revisited this problem introducing a hot gaseous halo around each 
galaxy, in agreement with observations, and find that the merger 
remnant can in fact be a disc galaxy. Comparison of the properties of
the merger remnant with those of observed disc galaxies shows good 
agreement. Comparisons include radial density profiles, kinematics
(velocity fields, rotation curves, velocity dispersion, etc.), morphology
of subtructures such as bars, rings, spirals, etc.

This will have important repercusions in many fields and should shake up 
many SAM models



Stéphane Basa
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Alessandro	BOSELLI	

Research	 ac)vity	 Forma3on	 and	 evolu3on	 of	
galaxies	:	determining	observa)onal	constraints	
using	 a	 mul)frequency	 analysis	 ;	 comparison	
with	model	predic)ons	:	
Star	forma3on	ac3vity	
General	proper3es	and	scaling	rela3ons	
Effects	of	the	environment	on	galaxy	evolu3on	
3-D	structure	of	clusters	of	galaxies	
Physical	proper3es	of	the	interstellar	medium	



PI	of	the	Herschel	
Reference	Survey	(SPIRE/
Herschel	guaranteed	)me	

project)	
PI	of	the	GALEX	Ultraviolet	

Virgo	Cluster	Survey	
(GUViCS;	GALEX	Legacy	

Project)	
PI	of	VESTIGE:	A	Virgo	
Environmental	Survey	
Tracing	Ionised	Gas	
Emission	(CFHT	LP,	50	

nights	allocated)	
	

Alessandro	BOSELLI	



M	>	8	M¤

L	>	105 L¤ - Teff >	20000	K	

Ṁ ~	10-5 M¤/yr - V∞ ~	3000	km/s

Massive Stars

Key questions and methodology
Ø Understand and characterizemecanisms affecting the evolution

of massive stars (O, B,WRs, LBVs)

u Stellar winds, rotation (mixing, abundances)

u Magnetic fields

u Binarity/late phases

Ø Stellar atmosphere models

Ø Multi-λ spectral synthesis

u

Massive Stars in the Universe
> JC Bouret – GECO day



Ø Fast rotation	at	low Z (LGRBs)	+	SALT

Ø Star	formation	
u GALPSEC➪ Grid	of	spectra	+	population/spectral	 synthesis

Ø Massive	stars	at	very low Z	(and	beyond…Pop.	III)

Some projects

23/06/2016

Massive Stars in the Universe
> JC Bouret – GECO day

2

MS1512-cB58	(z=2.73)

IMF: Salpeter
SFR:  ~ 37 M¤ /an 
Z = 0.2Z¤

I	Zw 18		- SSP	log	Z/Z⊙=-2,	age=5Myr				
I	Zw 18		- SSP	log	Z/Z⊙=-2,	age=5Myr				

H𝛂



Star formation and dust attenuation in galaxies 
V. Buat 

SFR	  and	  dust	  a+enua-on	  evolve	  with	  z	  	  

UV	  to	  FIR	  data	  and	  physically-‐based	  SED	  fi@ng:	  CIGALE	  code	  	  	  
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Attenuation in galaxies: physics and recipes 

C00	  

LMC	  

SMC	  

C00:	  	  
Starburst	  law,	  
Calze@.00	  

Z~2	  

A+enua-on	  versus	  
stellar	  mass	  up	  to	  z=4,	  
Buat+12,	  Heinis+14	  

Calibra-on	  
AUV,	  IRX	  
Buat+05,11	  

A+enua-on	  
	  curve	  
Buat+11,12	  
Lo	  Faro+16	  

A+enua-on	  in	  IR	  and	  UV	  
selected	  samples,	  	  

Buat+07,09,15,	  Heinis+13	  
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Morgane COUSIN

www.morganecousin.wordpress.com

CNES post-doc 2014- 2016 

Galaxy formation and evolution
in the semianalytical framework

In collaboration with :
 Véronique Buat, Samuel Boissier, Guilaine Lagache

GECO day, 28 Juin 2016

 



Diagnostic of the galaxy assembly: 
eGalICS 

I have shown in Cousin+15a and Cousin+15b:

- Standard recipes of galaxy feedback 
can not reproduce, in a same time, SMF and SFRD

- Strong regulation of the SF  have to be apply 
to reconcile observations and models



eGalICS, the galaxy explorer tool

In Cousin+16 
we explore metallicity signatures of galaxies 

in different accretion and SF scenario

As for SMF, only a strong SF regulation process 
can reproduce the fundamental scaling relation

in the low mass range



From physical processes to light
2 papers in prep : 

-  extinction and IR re-emission (eGalICS + dustem) 

WORK IN 

PROGRESS

- CII in high-z galaxies 
(eGalICS + Cloudy)  

W
ORK IN

 

PROGRESS



What	is	the	origin	of	cosmic	
accelera1on?	
•  Redshi'-space	distor0ons:	a	major	

cosmological	probe		
–  Test	gravity	on	cosmological		scales	
–  Disentangle	between	Dark	Energy/modified	

gravity	models		
de	la	Torre	&	Guzzo.	2012;	de	la	Torre	et	al.	2013		

•  Probe	combina0on:	
–  Allows	reducing	uncertain0es	(e.g.	from	

bias	with	Weak	Lensing)	
de	la	Torre,	Jullo	et	al.	2016	(in	prepara;on)	
–  Use	of	different	maLers	tracers	(galaxies,	

clusters,	voids	etc.)	
Mohammad,	de	la	Torre	et	al.	2016	

Structure	growth	

Cosmic	accelera0on	&	gravity	

Redshift-space distortions

�X
CNRS-CSIC, Madrid, 14-15 Sept. 2015

Distance in redshift-space:

de la Torre & Guzzo  2012

8 S. de la Torre & L. Guzzo
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Figure 6. Measured ⇠(r?, rk) and associated models for L > L⇤ galaxies
at z = 1. In each panel the dotted, dot-dashed, and solid curves correspond
respectively to model A, B, and C with exponential damping and linear bias,
while the contours correspond to the measured ⇠(r?, rk) in the galaxy cat-
alogue. The top panel shows the fiducial prediction of the models while the
bottom panel shows the best-fitting model when the parameters (f ,�

v

,b
L

)
are allowed to vary. We note the fiducial value for �

v

is fixed to its linear
value. In this figure, the measured ⇠(r?, rk) is smoothed using a Gaussian
kernel of size 0.5h�1

Mpc.

determined for each galaxy population by minimising the differ-
ence between ⇠

gg

and b2
L

⇠
��

on scales above r = 10h

�1

Mpc.
It is evident from this figure that non-linearities in the galaxy bias
produce variations up to 40% in the real-space clustering on scales
1h

�1

Mpc < r < 20h

�1

Mpc, the strength of the effect increas-
ing for more luminous galaxies.

Let us come back to our original L > L⇤ catalogues and re-
peat the analysis of the previous section now including the scale
dependence of galaxy bias shown in Fig. 8. The new statistical and
systematic errors on f estimated from our simulated catalogues are
shown in Figs. 9 and 10. In general, one sees that including the
bias scale-dependence information has only the effect of shifting
the recovered f values by about �3% at both z = 1 and z = 0.1.
This systematic effect is not straightforward to explain but could be
due to degeneracies in the models when including this extra degree
of freedom. Accounting for bias scale dependence tends however
to reduce the dependence of the systematic error on the minimum
fitted scale when including scales below r? = 10h

�1

Mpc: the
retrieved value is more constant down to rmin

? = 1h

�1

Mpc for
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Figure 7. Same as Fig. 6 but at z = 0.1.
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f ⌘ d lnD

d ln a
⇡ ⌦m(z)�

line of sight

real-space redshift-space

s = r +
v
los

aH

What is the origin of cosmic acceleration?

Dark Energy or a modification of standard 
gravity ?

Structure'growth,

8 S. de la Torre & L. Guzzo
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Figure 6. Measured ⇠(r?, rk) and associated models for L > L⇤ galaxies
at z = 1. In each panel the dotted, dot-dashed, and solid curves correspond
respectively to model A, B, and C with exponential damping and linear
bias, while the contours correspond to the measured ⇠(r?, rk) in the galaxy
catalogue. The top panel shows the fiducial prediction of the models
while the bottom panel shows the best-fitting model when (f ,�

v

,b
L

)
parameters are allowed to vary. We note that in the latter case �

v

is fixed
to its linear value. In this figure, the measured ⇠(r?, rk) is smoothed using
a Gaussian kernel of size 0.5h�1

Mpc.

It is evident from this figure that non-linearities in the galaxy bias
produce variations up to 40% in the real-space clustering on scales
1h

�1

Mpc < r < 20h

�1

Mpc, the strength of the effect increas-
ing for more luminous galaxies.

Let us come back to our original L > L⇤ catalogues and re-
peat the analysis of the previous section now including the scale
dependence of galaxy bias shown in Fig. 8. The new statistical and
systematic errors on f estimated from our simulated catalogues are
shown in Figs. 9 and 10. In general, one sees that including the
bias scale-dependence information has only the effect of shift-
ing the recovered f values by about �3% at both z = 1 and
z = 0.1. This systematic effect is not straightforward to explain
but could be due to degeneracies in the models when including
this extra degree of freedom. Accounting for bias dependence
on scale tends however to reduce the dependence of the system-
atic error on the minimum fitted scale when including scales
below r? = 10h

�1

Mpc: the retrieved value is more constant
down to rmin

? = 1h

�1

Mpc for all considered models. More-
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Figure 7. Same as Fig. 6 but at z = 0.1.
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What	is	the	origin	of	cosmic	
accelera1on?	
•  Redshi'-space	distor0ons:	a	major	

cosmological	probe		
–  Test	gravity	on	cosmological		scales	
–  Disentangle	between	Dark	Energy/modified	

gravity	models		
de	la	Torre	&	Guzzo.	2012;	de	la	Torre	et	al.	2013		

•  Probe	combina0on:	
–  Allows	reducing	uncertain0es	(e.g.	from	

bias	with	Weak	Lensing)	
de	la	Torre,	Jullo	et	al.	2016	(in	prepara;on)	
–  Use	of	different	maLers	tracers	(galaxies,	

clusters,	voids	etc.)	
Mohammad,	de	la	Torre	et	al.	2016	

Structure	growth	

Cosmic	accelera0on	&	gravity	

Redshift-space distortions

�X
CNRS-CSIC, Madrid, 14-15 Sept. 2015

Distance in redshift-space:

de la Torre & Guzzo  2012

8 S. de la Torre & L. Guzzo
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Figure 6. Measured ⇠(r?, rk) and associated models for L > L⇤ galaxies
at z = 1. In each panel the dotted, dot-dashed, and solid curves correspond
respectively to model A, B, and C with exponential damping and linear bias,
while the contours correspond to the measured ⇠(r?, rk) in the galaxy cat-
alogue. The top panel shows the fiducial prediction of the models while the
bottom panel shows the best-fitting model when the parameters (f ,�

v

,b
L

)
are allowed to vary. We note the fiducial value for �

v

is fixed to its linear
value. In this figure, the measured ⇠(r?, rk) is smoothed using a Gaussian
kernel of size 0.5h�1

Mpc.

determined for each galaxy population by minimising the differ-
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Mpc.
It is evident from this figure that non-linearities in the galaxy bias
produce variations up to 40% in the real-space clustering on scales
1h

�1

Mpc < r < 20h

�1

Mpc, the strength of the effect increas-
ing for more luminous galaxies.

Let us come back to our original L > L⇤ catalogues and re-
peat the analysis of the previous section now including the scale
dependence of galaxy bias shown in Fig. 8. The new statistical and
systematic errors on f estimated from our simulated catalogues are
shown in Figs. 9 and 10. In general, one sees that including the
bias scale-dependence information has only the effect of shifting
the recovered f values by about �3% at both z = 1 and z = 0.1.
This systematic effect is not straightforward to explain but could be
due to degeneracies in the models when including this extra degree
of freedom. Accounting for bias scale dependence tends however
to reduce the dependence of the systematic error on the minimum
fitted scale when including scales below r? = 10h

�1

Mpc: the
retrieved value is more constant down to rmin
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Figure 6. Measured ⇠(r?, rk) and associated models for L > L⇤ galaxies
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bias, while the contours correspond to the measured ⇠(r?, rk) in the galaxy
catalogue. The top panel shows the fiducial prediction of the models
while the bottom panel shows the best-fitting model when (f ,�

v

,b
L

)
parameters are allowed to vary. We note that in the latter case �

v

is fixed
to its linear value. In this figure, the measured ⇠(r?, rk) is smoothed using
a Gaussian kernel of size 0.5h�1

Mpc.

It is evident from this figure that non-linearities in the galaxy bias
produce variations up to 40% in the real-space clustering on scales
1h

�1

Mpc < r < 20h

�1

Mpc, the strength of the effect increas-
ing for more luminous galaxies.

Let us come back to our original L > L⇤ catalogues and re-
peat the analysis of the previous section now including the scale
dependence of galaxy bias shown in Fig. 8. The new statistical and
systematic errors on f estimated from our simulated catalogues are
shown in Figs. 9 and 10. In general, one sees that including the
bias scale-dependence information has only the effect of shift-
ing the recovered f values by about �3% at both z = 1 and
z = 0.1. This systematic effect is not straightforward to explain
but could be due to degeneracies in the models when including
this extra degree of freedom. Accounting for bias dependence
on scale tends however to reduce the dependence of the system-
atic error on the minimum fitted scale when including scales
below r? = 10h

�1

Mpc: the retrieved value is more constant
down to rmin

? = 1h

�1

Mpc for all considered models. More-
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previous measurements, in particular with the DEEP2 (Zheng
et al. 2007) and CFHTLS (Coupon et al. 2012) analyses. Our
HOD analysis is aimed at modelling the global clustering prop-
erties in VIPERS, but we refer the reader to Marulli et al. (2013)
and de la Torre et al. (in prep.) for detailed analysis and interpre-
tation of the luminosity and stellar dependence of galaxy clus-
tering and luminosity-dependent halo occupation respectively.

We use the derived HOD parameters to define a global
luminosity- and redshift-dependent occupation number which
is then used to create accurate HOD mocks of the survey. To
interpolate between the di↵erent redshifts, we assume a global
luminosity evolution proportional to redshift, so that the magni-
tude threshold values scale linearly with redshift (Brown et al.
2008; Coupon et al. 2012). We find that one can approximate
hNgal(m|z,MB)i using Eq. (15) with

log Mmin(x) = 10.61 exp
⇣
1.49�24.66�x

⌘
(18)

�log m(x) = 0.06 exp(�0.08x + 0.34) (19)
M0(x) = Mmin(x) (20)
M1(x) = 13.5Mmin(x) (21)
↵(x) = 0.29 exp(�0.05x + 0.38), (22)

where x = MB � 5 log(h) + z. Mmin and M1 are found to be
strongly correlated in such a way that M1 is approximately equal
to 10–20 times Mmin depending on the redshift probed and the
model implementation (e.g. Beutler et al. 2013). In our analysis
we find that M1(x) can be approximated by 13.5 times Mmin(x).
The function hNgal(m|z,MB)i is shown in Fig. 13 for the di↵erent
values of x probed with VIPERS. We checked the consistency of
this parameterisation and verify that the wp(rp) predicted by the
mocks and that measured are in good agreement for all probed
redshift and luminosity thresholds.

7. Redshift-space distortions

The main goal of VIPERS is to provide with the final sample
accurate measurements of the growth rate of structure in two
redshift bins between z = 0.5 and z = 1.2. The growth rate of
structure f can be measured from the anisotropies observed in
redshift space in the galaxy correlation function or power spec-
trum. Although this measurement is degenerate with galaxy bias,
the combination f�8 is measurable and still allows a fundamen-
tal test of modifications of gravity since it is a mixture of the
di↵erential and integral growth. In this Section, we present an
initial measurement of f�8 from the VIPERS first data release.

7.1. Method

With the first epoch VIPERS data we can reliably probe scales
below about 35 h�1 Mpc. The use of the smallest non-linear
scales, i.e. typically below 10 h�1 Mpc, is di�cult because of
the limitations of current redshift-space distortion models, which
cannot describe the non-linear e↵ects that relate the evolution
of density and velocity perturbations. However, with the recent
developments in perturbation theory and non-linear models for
redshift-space distortions (e.g. Taruya et al. 2010; Reid & White
2011; Seljak & McDonald 2011), we can push our analysis well
into mildly non-linear scales and obtain unbiased measurements
of f�8 while considering minimum scales of 5–10 h�1 Mpc
(de la Torre & Guzzo 2012).

With the VIPERS first data release, we perform an initial
redshift-space distortion analysis, considering a single redshift
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interval of 0.7 < z < 1.2 to probe the highest redshifts where
the growth rate is little-konwn. We select all galaxies above the
magnitude limit of the survey in that interval. The e↵ective pair-
weighted mean redshift of the subsample is z = 0.80. The mea-
sured anisotropic correlation function ⇠(rp, ⇡) is shown in the
top panel of Fig. 14. We have used here a linear binning of
�rp = �⇡ = 1 h�1 Mpc. One can see in this figure the two main
redshift-space distortion e↵ects: the elongation along the line-
of-sight, or Finger-of-God e↵ect, which is due to galaxy ran-
dom motions within virialised objects and the squashing e↵ect
on large scales, or Kaiser e↵ect, which represents the coherent
large-scale motions of galaxies towards overdensities. The lat-
ter e↵ect is the one we are interested in since its amplitude is
directly related to the growth rate of perturbations. Compared
to the first measurement at such high redshift done with the
VVDS survey (Guzzo et al. 2008), this signature is detected with
much larger significance, with the flattening being apparent to
rp > 30 h�1 Mpc.

The anisotropic correlation has been extensively used in the
literature to measure the growth rate or the distortion parameter �
(e.g. Hawkins et al. 2003; Guzzo et al. 2008; Cabré & Gaztañaga
2009; Beutler et al. 2012; Contreras et al. 2013). However, with
the increasing size and statistical power of redshift surveys, an
alternative approach has grown in importance: the use of the
multipole moments of the anisotropic correlation function. This
approach has the main advantage of reducing the number of ob-
servables, compressing the cosmological information contained
in the correlation function. In turn, this eases the estimation of
the covariance matrices associated with the data. We adopt this
methodology in this analysis and fit for the two first non-null
moments ⇠0(s) and ⇠2(s), where most of the relevant informa-
tion is contained, and ignore the contributions of the more noisy
subsequent orders. The multipole moments are measured from
⇠(s, µ) which is obtained exactly as for ⇠(rp, ⇡), except that the
redshift-space separation vector s is now decomposed into the
polar coordinates (s, µ) such that rp = s(1 � µ2)1/2 and ⇡ = sµ.
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a halo with a given mass M0 at z = 0 can be traced back in time
using a simple formula:

log⟨Ψ (M0, z)⟩ = −0.301

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

log (1 + z)
log

(

1 + z f
)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

ν

, (20)

where z f and ν are free fitting parameters that depend on halo
mass and cosmological parameters. To obtain these fitting pa-
rameters we follow the analytical formula from van den Bosch
(2002). We then trace the evolution of the galaxy population
sampled by VUDS from z ∼ 3 to the present epoch to predict
the mass of halos hosting the present day descendants of the
VUDS galaxies. We find that in this model the typical VUDS
halo with a mass ⟨MH⟩ ∼ 1011.75M⊙ at z ∼ 3 should evolve
into a halo with a mass ⟨MH⟩ ∼ 1013.5M⊙ at z = 0. In the local
SDSS galaxy sample Zehavi et al. (2011) found that halos with
these masses are typically occupied by star forming galaxies
with luminosity Mr < −20.5. According to the van den Bosch
(2002) model the star forming galaxies at z ∼ 3 in VUDS with

a typical characteristic luminosity L⋆ would likely evolve into
galaxies equivalent to or brighter than L⋆ at the present day.

The above comparison assumes that each halo is occupied
by only one galaxy. This is not expected to generally be the
case, and the above picture, while broadly correct might need
to be adjusted. In order to trace the evolution of dark matter
haloes and the hosted galaxy population in a more realistic way
we use both the halo mass growth modelΨ(M0, z) and the halo
occupation function ⟨Ng|M⟩ at redshift z = 3. The average halo
mass Mh as a function of redshift z is measured taking (see Eq.
10 for comparison):

⟨Mh⟩(z) =
∫

dMΨ−1(M, z)n(M, z)
⟨Ng|M⟩
ng(z)

, (21)

here the Ψ−1(M, z) is the inverse mass growth function pro-
posed by van den Bosch (2002) (Eq. 20), n(M, z) is the dark
matter mass function, and ng the galaxy number density. This
allows us to trace the history of the typical dark matter halo
hosting the average VUDS galaxy from a redshift z = 3 to the
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Figure 1. Convergence maps of different projections of a halo extracted from the Millennium-XXL simulation with mass M200 =

1.2⇥ 10

15
M�/h. The red curves in each panel represent the tangential critical lines from which we compute the median Einstein radii.

The top-three images show the three projections along the cartesian axes (i.e. random with respect to the cluster morphology), while the
bottom ones from left to right, are the projections along the major, intermediate and minor axes, respectively. This particular cluster
has the peculiarity of having in one projection (namely the one in the left bottom panel) the largest Einstein radius in our sample: 75
arcsec.

Figure 2. Left panel: scatter plots of the relative size of the Einstein radii when the cluster major axis of the ellipsoid is oriented along
the line-of-sight with compared to the average value of the three random projections: h✓Ei

random

. Right panel: Fraction i of clusters with
an angle � between the direction of the major axis of the mass ellipsoid and the line-of-sight smaller than 80

�, 40�, 25� and 10

� as a
function of the Einstein radius.
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1.2⇥ 10

15
M�/h. The red curves in each panel represent the tangential critical lines from which we compute the median Einstein radii.

The top-three images show the three projections along the cartesian axes (i.e. random with respect to the cluster morphology), while the
bottom ones from left to right, are the projections along the major, intermediate and minor axes, respectively. This particular cluster
has the peculiarity of having in one projection (namely the one in the left bottom panel) the largest Einstein radius in our sample: 75
arcsec.

Figure 2. Left panel: scatter plots of the relative size of the Einstein radii when the cluster major axis of the ellipsoid is oriented along
the line-of-sight with compared to the average value of the three random projections: h✓Ei

random

. Right panel: Fraction i of clusters with
an angle � between the direction of the major axis of the mass ellipsoid and the line-of-sight smaller than 80

�, 40�, 25� and 10

� as a
function of the Einstein radius.
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Figure 6. Differential (left panel) and cumulative (right panel) Einstein radius distributions in M-XXL and MOKA clusters. The blue
and cyan histograms show the distributions measured in the M-XXL simulation considering only the random projections and all the six
ones, respectively. The black curve represents the predictions obtained with a MOKA DM run on the same cluster masses, while the
green and magenta ones are the predictions for the same masses assuming a smooth NFW or SIS halo profile for the lenses.

Table 2. Summary of MOKA runs performed with different models for the central galaxy.

run triaxiality minimum msb BCG profile DM Adiabatic Contraction

sDM NO 10

10
M�/h & 10

12
M�/h NO NO

DM YES 10

10
M�/h NO NO

H YES 10

10
M�/h Hernquist YES

J YES 10

10
M�/h Jaffe YES

Figure 7. Effect of triaxiality in distorting the size of the Einstein
radius. Relative size of the Einstein radius between a smooth
spherical and triaxial NFW halo as obtained from MOKA.

clump components matches the input assigned concentra-
tion. In the right panel of Figure 8 we show the probability
distribution function of the relative Einstein radius variation
between the smooth NFW halo and the substructured runs
with the two different minimum subhalo mass thresholds.
We notice that the presence of small substructures tends to
perturb the size of the Einstein radius, but are the most mas-
sive ones that mainly contribute to distort the strong lensing
regions – although this depends on the relative distance of
the perturber from the critical curves of the cluster.

A correct treatment of the mass density distribution in
the central region of the cluster is very important for strong
lensing modelings and predictions (Meneghetti et al. 2003).
Numerical simulations and semi-analytical models forecast
that merger events (Springel et al. 2001b; De Lucia et al.
2004; Tormen et al. 2004) that drive the formation of dark
matter haloes along the cosmic time bring to the forma-
tion of a massive and bright galaxy at the centre of galaxy
clusters (Merritt 1985). These central galaxies are typically
the brightest galaxies in clusters and are usually referred as
Brightest Central Galaxy (BCG). They are the most massive
galaxies in the Universe and generally are giant ellipticals:
their position correspond approximately to the geometric
and kinematic centre of the cluster and to the position of the
peak of the X-ray emission. Nevertheless, it is interesting to
mention that there are clusters where these conditions are
not all satisfied at the same time: typically this happens in
systems that are not completely relaxed and present merg-
ing events (Katayama et al. 2003; Sanderson et al. 2009;
Zhang et al. 2016). For the density distribution of the stars
in the BCG, in our analyses we make use of two different
parametrisations: the Hernquist (Hernquist 1990) and the
Jaffe (Jaffe 1983) profiles. We remind the reader that in
running MOKA with these parameterisations we (i) assign
the stellar mass to the BCG using a HOD formalism (Wang
et al. 2006), (ii) conserve the total mass in the cluster and
(iii) allow the dark matter density distribution to adiabati-
cally contract (Keeton 2003; Giocoli et al. 2012a). In Figure
9 we show the relative size of the Einstein radius for strong
lensing clusters (with ✓E > 5 arcsec – below which our mea-
surements may be affected by the grid size of the map) be-

c� 2016 RAS, MNRAS 000, 000–000
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Figure 14. Left panels: probability distribution functions of the
Einstein radius distributions of a Monte Carlo realisation of lenses
at redshift zl = 0.5 with sources located at zs = 2.5 – the cluster
number density has been computed from the Sheth & Tormen
(1999) mass function integrated on the whole sky between z =

0.48 and z = 0.52. Right panels: cumulative number counts of
strong lenses per square degrees with an Einstein radius larger
than a fixed value. Top and bottom panels display the case of
varying ⌦M and �8 at a time, respectively. The black curve in
the left panels represents the log-normal relation (eq. 13) that
better describes the Planck13 probability distribution function.
The arrows on the left panels mark the largest Einstein radius
find in the two extreme corresponding models..

We underline that the BCG treatment is absent in these
simulations and remind the reader that the counts can be
adapted to the two considered BCG stellar density profiles
at the light of the results discussed in Figures 9 and 10. In
the left panels the black solid curves display the log-normal
best relation to the Planck13 counts that can be read as:

PDF(✓E) =
1p
2⇡�2

exp


� (ln(✓E)� µ)2

2�2

�
, (13)

with µ = 1.016 and � = 0.754. From the right panels of
the figure we notice that a change of ⌦M – or �8 – of 10%
corresponds approximately to a variation in the number of
lenses with ✓E > 5 arcsec of about 20%.

In Figure 15 we display the relative counts of clusters
with ✓E larger then 5 arcsec, with respect to the number
computed for a Planck13 cosmology, in the ⌦M � �8 plane.
As reference the black and the blue circles indicate the pre-
dicted numbers of these strong lensing clusters in the whole
sky between zl = 0.48 and zl = 0.52 for the Planck13
(black circle) and WMAP7 (blue cross) cosmologies. These
results show that the expected counts of the Einstein radii
in these two models may differ by more than 3� assum-
ing a Poisson distribution: 5752 for the Planck13 and 3638
for the WMAP7 cosmology, respectively. As already noticed
by Boldrin et al. (2015) the degeneracy relation of the SLC
counts behaves as the cluster counts plus the evolution of the
halo structural properties in different cosmological models
and the variation of the lensing distance.

Figure 15. Relative counts of clusters with Einstein radius larger
then 5 arcsec, with respect to the Planck13 counts, in the ⌦M��8

plane. The black and the blue circles indicate the counts on the
full sky for a Planck13 and WMAP7 cosmology, respectively. We
consider the number density of cluster lenses between z = 0.48

and z = 0.52, with sources at zs = 2.5. A plus and minus signs
in the plane indicate the regions where counts are positive and
negative with respect to the Planck13 cosmology, respectively.

5 SUMMARY AND CONCLUSIONS

In this paper we have presented the strong lensing prop-
erties of a sample of galaxy clusters extracted from the
Millennium-XXL simulation analysing the distribution of
their Einstein radius. The results have been compared with
a Monte Carlo MOKA realisation of the same mass sample
finding very good agreement. We have also performed an
analysis to understand how sensitive is the Einstein radius
distribution on specific cosmological parameters creating a
sample of clusters in different models using the MOKA code.
We find that the Einstein radius distribution is quite sensi-
tive to ⌦M and �8, as it is the cluster abundance, and that
universes with high values of ⌦M and �8 possess a large
number of strong lensing clusters.

In the following points we summarise the main results
of our analyses:

• a large fraction of strong lensing clusters are systemat-
ically biased by projection effects;

• the orientation matters: when the major axis of the clus-
ter ellipsoid is oriented along the line-of-sight the Einstein
radius may be boosted by more then a factor of two with
respect to a random orientation;

• the shape of the strong lensing population is slightly
more triaxial than the overall considered cluster sample;

• a self-consistent treatment of the effects of large scale
structures is important for strong lensing predictions: corre-
lated systems may boost the Einstein radius of galaxy clus-
ters by even more than 30%;

• the comparison between M-XXL clusters and MOKA
realisations on the same sample of cluster masses shows con-
sistent results for the Einstein radius distribution, and is well
described by a log-normal distribution;

• a correct treatment of the subhalo population and the
cluster triaxiality is important for an adequate strong lensing
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erties of a sample of galaxy clusters extracted from the
Millennium-XXL simulation analysing the distribution of
their Einstein radius. The results have been compared with
a Monte Carlo MOKA realisation of the same mass sample
finding very good agreement. We have also performed an
analysis to understand how sensitive is the Einstein radius
distribution on specific cosmological parameters creating a
sample of clusters in different models using the MOKA code.
We find that the Einstein radius distribution is quite sensi-
tive to ⌦M and �8, as it is the cluster abundance, and that
universes with high values of ⌦M and �8 possess a large
number of strong lensing clusters.

In the following points we summarise the main results
of our analyses:
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ically biased by projection effects;

• the orientation matters: when the major axis of the clus-
ter ellipsoid is oriented along the line-of-sight the Einstein
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• the shape of the strong lensing population is slightly
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• a self-consistent treatment of the effects of large scale
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ters by even more than 30%;
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Sample

GHASP : Gassend HAlpha survey of SPirals

A sample of 203 galaxies

Using the 1.93m OHP telescope with Fabry-Perot interferometer

with a rapid scanning and photon-counting camera(IPCS)

Cover the entire population of the disk and emission line, the
Halpha line at 656nm

FOV of 6'*6' and high spectral resolution R~15000

Determine the amount and distribution of dark and luminous matter

in local galaxies by combining the kinematical data to the photometric
data.

1



Mass model
To fit the rotation curve, different methods have been used :

Cosmological numerical simulations (NFW) :   

Pseudo-isothermal sphere (ISO) :

Best Fit Model (BFM) which allow to minimise the chi-square

Maximum Disk Fit (MDF) which allow to reduce the amount of the dark

matter in the inner part of galaxies.

Correlation between the M/L and colors indices : 

Theory of MOND (MOdified Newtonian Dynamics) :    

The MOND with acceleration threshold like a free parameter

The MOND with acceleration threshold like a constant

2



Results

ISO_ BFM and litterature 

3
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Collaborators:	  C.Péroux,	  S.Quiret	  (PhD),	  
D.Vibert,	  S.Arnouts,	  M.Treyer	  
	  
Co-‐evoluBon	  of	  Galaxies,	  the	  IGM	  	  
and	  the	  ‘’baryon	  cycle‘’	  
	  	  
Universe	  <	  12	  Gyears	  -‐>	  space	  UV	  
	  
	  

GECO	  days	  -‐	  Marseille	  28	  juin	  2016	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Bruno	  Milliard	  

Shull+	  2012	  

Agertz,	  Teyssier,	  Moore	  2009	  

I/F	  IGM-‐galaxies 	   	  	  

	   	   	   	  SF	  efficiency	  
	   	  	  

Infall,	  dispersion	  metals	  
	  

	   	  ou[lows	  feedback	  

Hot	  accreBon?	  

Cold	  accreBon	  

Keres,	  2005	  

Ly-α forest 
25% 

WHIM > 50% 

Hot gaz in clusters 
10% 

Condensed 
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ObservaBon	  of	  diffuse	  baryons	  z<2	  
•  Some	  galaxy	  disks	  work	  

•  SBll	  (loosely)	  involved	  in	  galaxy	  
evoluBon	  vs	  3D	  LSS	  (Arnouts,	  Treyer)	  

•  Galaxy	  disks	  properBes	  –	  absorpBon	  
features	  at	  large	  radii	  (C.Péroux,	  
S.Quiret)	  

Focus	  on	  diffuse	  baryons	  
•  TradiBonal	  approach:	  QSO	  

spectroscopy	  in	  absorpBon	  
•  New	  approach:	  emission	  

•  Quickly	  developping	  at	  z	  >	  2	  
•  Very	  lmited	  at	  z	  <	  2	  -‐>	  Space	  
•  Startospheric	  pathfinder	  FIREBall	  
•  UV	  MOS	  bound	  to	  fly	  2017	  
•  150	  targets	  R=2000,	  FWHM	  4	  ’’	  

•  SimulaBons	  emission	  Ly-‐a	  HI,	  OVI	  
103nm,	  CIV	  155nm	  (S.Quiret,	  
D.Vibert)	  

–  Long	  term:	  ISTOS/LAEX	  	  	  LUVOIR	  

GECO	  days	  -‐	  Marseille	  28	  juin	  2016	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Bruno	  Milliard	  
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Probing dark matter haloes with 
galaxy-galaxy weak lensing

Distortion of background sources 
by gravitational potential of 

galaxy
Mass and profile of dark 

matter halo
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Galaxy-galaxy lensing —> Average measurement over 
stacked lenses 
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Tidal stripping of sub haloes 
in galaxy clusters
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SunV
Sun

Capture Rate in
the Sun.

Dark matter halo Sun Wimps

ν
ν

ν

Could be detected by
neutrino telescope like

IceCube and ANTARES

Dark Matter
In the Universe

(CMB)

 Astrophysics and
Particle Physics come

together

In the Galaxy
(Rotation curves)

In the Sun?
(Neutrino telescopes)



Indirect searches for Dark Matter toward the
Sun with neutrinos

Experimental
part

Theoretical
 part

● ANTARES neutrino telescope full
data set 2007/2016/17

● improve the sensitivity of
ANTARES in particular to Dark

Matter searches
.

● Study the sensitivity of  KM3NeT

arXiv:1603.0222
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Astro
Physics

Particle
Physics

Quantify the astrophysical uncertainties
 

● Consider the effect of a possible Dark
Disc on the f(v)

● Also the effect of non-isotropic f(v) I.e
3D f(v).

● Use cosmological simulations

● Eddington inversion (gravitational
potential ↔ phase space distribution)



Astro
Physics

Particle
Physics

effects on the exclusion line for different astrophysical assumptions!!



Thank you...

Astro
Physics

Particle
Physics



HII	regions	and	their	role	in	star	forma2on	throughout	the	
Galac2c	Plane	

P.	Palmeirim,	A.	Zavagno,	D.	Russeil,	P.	Merge	
and	VIALACTEA	team	members	

The	Milky	Way	as	a	Star	Forma2on	Engine	

Model	of	an	expanding	HII	region	Outline	of	my	work: 
I.   The	sample	and	data	

•  SelecCon	of	HII	region	sample	using	GLIMPSE	360	
•  The	 GLIMPSE	 360	 and	 the	 Hi-GAL	 galacCc	 surveys	 for	

YSOs,	prestellar	and	protostellar	source	distribu2on	

II.   Large	sta2s2cs	on	HII	regions	
•  SpaCal	distribuCon	of	SF	objects	-	Evolu2onary		gradient	
•  Dynamic	age	es2ma2ons	of	HII	regions		
•  Discussion	-	Evidence	of	triggering	star	formaCon	



HERSCHEL	-	Hi-GAL	Survey	SPITZER	–	GLIMPSE	360	Survey	
Galac2c	Plane	Surveys 

24	μm	(red)		hot	ionizing	gas	
8	μm	(green)	Polycyclic	

AromaCc	Hydrocarbon	(PAH)	
molecules	tracing	PDR	

Zavagno	et	al.	2010	

• 	1360	bubbles	selected	

• 	Over	75	000	YSO	
candidates	spaCally	
associated	with	HII	regions	
(<	4	Radius)	analyzed	

• 	YSO	classifica2on	based	on	
the	IR	spectral	index	(Lada	
1987):	
Class	I				(αIRAC	>	-0.3) 		 		
Class	II			(-0.3	>	αIRAC	>	-1.6)		
Class	III		(-1.6	>	αIRAC	>	-2.56)	

		 		

• 	Trace	the	cold	dust	in	the	
surroundings	

• ~50	000	protostellar	and	
prestellar	condensaCons	
spaCally	associated	with	HII	
regions	

RCW	120	

• 	SpaCal	distribuCon	of	SF	
objects	at	different	evoluConary	
stages	

• 	Column	density	distribuCon	
(mass)	



RESULTS: 
Surface	Density	maps	of	all	~120	000	SF	objects	

EvoluConary	
gradient	=>	
triggering?	

Local	environment:	Column	density	and	70	μm	emission		

•  Overdensity	of	SF	objects	surrounding	HII	

regions	

•  Evolu2onary	gradient	
•  Evidence	for	triggering	
•  Age	esCmates	=>	evolu2on	of	HII	regions	
•  Evidence	for	massive	star	forma2on	
•  Paper	to	be	submi\ed	soon	

CONCLUSIONS: 
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What can be done with a quasar spectrum ?What can be done with a quasar spectrum ?  
(incomplete and extremely biased list)(incomplete and extremely biased list)

Associated absorption lines : 
Quasar outflows / AGN feedback

Lyman-α forest : intergalactic medium

Intervening absorption lines : CGM / 
galaxies in absorption



  

And during my spare time...And during my spare time...
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Debora Pelliccia - Kinematics of COSMOS star-forming galaxies over the last 8 Gyr

Our Spectroscopic Observations 
(PI: Laurence Tresse)

HR (R=2500)VIMOS Multi-object spectroscopy over the COSMOS field

Very Large Telescope

VIMOS

766 galaxies 
at 0. < z < 1.2X

Raw Exposure 2D "rectified" reduced spectra
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